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Abstract Major depressive disorder (MDD) is the leading cause of disability in
many countries. Designing and evaluating clinical trials of antidepressants is dif-
ficult due to the pronounced and variable placebo response which is poorly defined
and may be affected by trial design. Approximately half of recent clinical trials of
commonly used antidepressants failed to show statistical superiority for the drug
over placebo, which is partly attributable to a marked placebo response. These
failures suggest the need for new tools to evaluate placebo response and drug effect
in depression, as well as to help design more informative clinical trials. Disease
progression modeling is a tool that has been employed for such evaluations and
several models have been proposed to describe MDD. Placebo data from three
clinical depression trials were used to evaluate three published models: the inverse
Bateman (IBM), indirect response (IDR) and transit (TM) models. Each model was
used to describe Hamilton Rating Scale for major depression (HAMD) data and
results were evaluated. The IBM model had several deficiencies, making it
unsuitable. The IDR and TM models performed well on most evaluations and
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appear suitable. Comparing the IDR and TM models showed less clear distinctions,
although overall the TM was found to be somewhat better than the IDR model.
Model based evaluation can provide a useful tool for evaluating the time course of
MDD and detecting drug effect. However, the models used should be robust, with
well estimated parameters.

Keywords NONMEM - Major depressive disorder - HAMD -
Model discrimination - Disease progression model

Introduction

Effective treatment of major depressive disorder (MDD) has been available for
many years including antidepressant agents. However, designing clinical trials of
antidepressants is challenging because of the pronounced placebo response that is
not well defined and may be affected by trial design. More than half of recent
clinical trials of marketed antidepressants failed to show statistical superiority for
the drug over placebo [1]. This is not necessarily because of ineffectiveness of the
antidepressant, but because of a large placebo response [1]. Existing data suggest
that placebo response in antidepressant clinical trials is associated with a reduced
likelihood of demonstrating statistical superiority of antidepressant treatment over
placebo [2]. Results from reviewing 52 randomized, double-blind, placebo-
controlled clinical trials obtained from the FDA [3] showed that trials with large
placebo response, only 21% found active treatment superior. In trials with low
placebo response, 74% showed superiority of active treatment.

Many attempts have been made to improve the design of MDD trials [4, 5],
however, they were ineffective in decreasing placebo response, possibly partly due
to the cyclic nature of MDD [6]. Another factor making the detection of drug effect
difficult may be related to the statistical analysis used to interpret data [7]. Newer
methods for analyzing data, both in terms of exploiting advances in statistical
methods and quantitative analysis including population modeling could be
considered [8].

The purpose of this work was to evaluate three published disease progression
models to quantify the placebo response in MDD, enabling better detection of drug
effect and ultimately guide antidepressant trial design. In addition, the utility of each
model to predict placebo response in different trial designs was evaluated.

Methods

Study design

Three randomized, double-blinded, placebo-controlled clinical trials sponsored by
Pfizer evaluating the efficacy of antidepressants in MDD were included. All studies

were approved by internal review boards, and informed consents were collected
from all subjects. All subjects met DSM-IV criteria for MDD.
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All three trials had a run-in period where eligible subjects were observed without
treatment and Hamilton Rating Scale for major depression (HAMD) scores were
collected at Screening and the end of run-in period, which is a standard procedure to
eliminate placebo responders [9]. Subsequently, subjects without improvement were
randomized to active or placebo treatment. Trials 2 and 3 had 7-day run-in periods.
Subjects randomized to placebo received daily oral placebo doses for 6 weeks.
These two trials reflect the typical design for Phase 2 antidepressant trials [10] and
each included over 150 subjects. Trial 3 was used as an external validation dataset.
Trial 1 had ~ 50 subjects enrolled. Paroxetine was administered to all subjects and
continued in the placebo arm. A 3-week run-in period was implemented in this trial
to eliminate responders to paroxetine. This trial was considered relevant for use in
the present evaluation because subjects were refractory to paroxetine therapy.
Subjects received only single doses of placebo via intravenous infusion for 1.5 h
and stayed in-house for Day 1, however, HAMD scores were measured at various
time points after the cessation of placebo treatment, which was not available in the
other two trials.

The version of HAMD used in these studies contains 17 items (HAMD-17) with
each item containing 3 or 5 options described by a short sentence [11]. HAMD-17
questionnaires were administered to patients by qualified raters, who were asked to
select one of several options for each item. Depending on the options selected, a
score of 0 to 4 with increments of 1 per item contributed toward the total HAMD-17
score.

A brief listing of study designs and summary demography of each trial evaluated
is presented in Table 1. A representative spaghetti plot describing individual time
courses of HAMD-17 scores after multiple-dose placebo treatment (Trial 2) is
shown in Fig. 1.

NONMEM database construction

NONMEM databases were constructed for all three trials using recorded dates and
observed HAMD-17 data. Observation times were nominally set to 12:00 pm for all
observations. For the inverse Bateman model (IBM) databases, run-in observations
did not contribute information to the placebo response and would have had to have
been described using a lag time, which introduces a discontinuity. Consequently
these observations were removed from the databases used for evaluations of IBM.
However, run-in data is informative and was retained in the database for the indirect
response (IDR) and transit models (TM).

Structural models tested

Several structural models (IBM, IDR and TM) were tested to examine their ability
to describe HAMD-17 scores over time. The pathophysiological basis for
depression is not well understood and all functions are largely empirical in
application. These functions were selected for evaluation because they had been
used in published work to describe the time course of depression [12—15] and also
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Fig. 1 Individual HAMD-17 scores vs. time profile from Trial 2 following daily placebo dosing. Solid
lines are individual HAMD-17 data

provided a sufficiently flexible function that would allow a delay between the onset
of treatment and observed response [16—18].

Ln2
Ln2 Ln2

HAMD = S0 — DREC - | 555 | - (e(fm") - e(fm")) + eagagive (1)

THR = THO

For the IBM model (Eq. 1), SO is the baseline HAMD-17 score. THR is the apparent
half-life of spontaneous recovery from depression; the rate of spontaneous recovery
is equal to the natural log of 2 divided by THR. THO is the half-life of spontaneous
worsening of depression. The function describes a smooth decrease over time from a
baseline with the maximum decrease from baseline being determined by DREC (a
scaling factor). Between subject variability (BSV) was described assuming a log
normal distribution with the exception of SO which assumed a normal distribution.
Residual error was described using a homoscedastic function. The HAMD-17 versus
time curve described by this function is independent of treatment duration.

In the absence of treatment the IDR function assumes no change in HAMD-17
and consequently requires a forcing function to alter HAMD-17 scores. This was
accomplished by assuming that the placebo effect is described by a “placebo
concentration”. The placebo model was a one compartment linear model with zero
order bolus input and first order elimination:

dPlacebo
dt

The “dose” of placebo was assumed to be 1 unit and the dose regimen for
placebo was set to mimic study treatment. The structural parameters for the

= —kepiacero - Aplacebo (2)
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placebo model were empirically selected to allow a single placebo dose to reach a
uniform “concentration” of 1 and to be completely cleared by 24 h. For both
trials, the infusion rate was 1 “placebo unit/hour”. In Trial 1, two placebo doses
were administered together to account for different components of the placebo
effects: 1.5 units (7 subjects got 8 units) for placebo drug infusion and 24 units for
one-day in-house stay which may contribute to the placebo responses [19, 20]. In
Trial 2, the placebo was given for 6 weeks at a daily dose of 24 “placebo units”.
The clearance (CLplacebo) was 3 L/day and the volume of distribution (Vpla-
cebo) was 1 L and kepjaceno = CLplacebo/Vplacebo. There were no terms for BSV
or residual error in this model. The effect of placebo concentration (Cplacebo)
was described as a linear function applied as a stimulatory effect on kout using a
scale factor (Slope) with a BSV term to adjust for different degrees of individual
response. Other variants of this model were evaluated but were rejected due to
model performance.

dHAMD
dt

= kin — kout - HAMD - (1 + Slope - Cplacebo) (3a)
HAMD = HAMAD([) “+ EAdditive (3b)

For the IDR model (Eqgs. 3a and 3b), kin is the rate of spontaneous worsening of
depression and kout is the rate of spontaneous improvement. BSV was described
assuming log normal distributions. Residual error was described with a homosce-
dastic function. The system was initialized to the baseline HAMD score.

dPREC
e k-S0- (1 — Slope - Cplacebo) — k - PREC (4a)
dT1
o k-PREC —k-T1 (4b)
ar?
—=k-T1—k-T2 4
p (4¢)
dHAMD
R k-T2 —k-HAMD (4d)
HAMD = HAMAD([) “+ EAdditive (46)

For the TM model (Egs. 4a—4e), SO is the baseline HAMD-17 score, PREC is the
amount in a precursor pool compartment, T1 and T2 are transit compartments and
HAMD-17 is the observation compartment. Rate constants of transfer between
compartments (k) were set to be the same. The value for k was determined based on
the mean transit time (MTT) between compartments such that k = MTT/3. BSV
was described assuming a log normal distribution. Residual error was described
using a homoscedastic function. The system was initialized to the baseline HAMD-
17 score.

Similar to IDR, the TM assumes that without intervention, the HAMD-17 values
will not change. Consequently the same placebo forcing function and placebo
pharmacokinetic model parameters described earlier was applied to the TM.
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Model based evaluation

Model building and parameter estimation were performed using NONMEM Version
V Level 1.1 [21-23]. NONMEM was compiled using Compaq Digital Visual
Fortran 6.6.3C. The analyses were performed on an Intel Pentium 4 3.2 GHz
processor running Windows XP.

Model building followed standard approaches. Various omega matrix structures
were tested. All models used the First Order Conditional Estimation method. The
IBM was run using $PRED with 3 significant digits requested. The IDR and TM
models were run using ADVAN6 TRANSI [24] with the tolerance set to 4 and 3
significant digits requested. All the parameters in the structure models were
estimated. Placebo model parameters were fixed.

Model performance was evaluated by standard diagnostic plots (e.g., observed,
typical predicted and individual predicted HAMD-17 versus time, observed versus
typical predicted HAMD-17 values, and conditional weighted residuals versus
time). 95% confidence intervals (CI) for all models were also generated using a
nonparametric bootstrap approach [25]. One thousand bootstrap replicates were
generated and fitted using the final models for each trial. CIs were determined from
the results from all replicates.

A numerical predictive check (NPC) was conducted comparing summary
statistics (mean and standard deviation) for the observed versus simulated HAMD-
17 scores at the study day assumed to have the nadir HAMD-17 score. Simulations
were conducted using the model parameters derived for both trials and compared
against the observed nadir values. Days 5 and 42 after treatment initiation (after run-
in period completed) were used for the evaluation of Trials 1 and 2, respectively.

Shrinkage =1 — SDrparaneter (3)
Qparameter

Bayesian shrinkage [26, 27] (Eq. 5) was calculated where SD,parameter i the

standard deviation of the individual estimates of # for each parameter and Q is the

square root of the estimated population variance.

Parameter reproducibility across different study designs was evaluated and the
estimatability of the parameters for the different models was assessed by evaluating
the determinant of the population Fisher information matrix [28-31]. The software
package WinPOPT was used for construction and evaluation of the information
matrix [32].

Model validation was performed by visual predictive check (VPC) [27, 33, 34]
using the parameter values for each model evaluated for Trial 2 overlaid with the
external validation database (Trial 3). Each simulation contained 1,000 replicates.
For each model, all simulated profiles were pooled together and the 2.5 and 97.5%
intervals were calculated and visually compared with the observed data. In addition,
VPC was performed using published IBM parameters [35] and the 2.5 and 97.5%
interval for each time point were calculated and compared with observed data from
Trial 3.
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Results

Parameter estimates, associated asymptotic standard errors, nonparametric boot-
strapped 95% Cls, and the expected standard error for the IBM, IDR, and TM are
presented in Tables 2, 3, and 4, respectively. The results of the NPC for all models
are presented in Table 5.

Inverse Bateman model

The parameters generally appear to be reasonably well estimated, with low standard
errors for most parameters, although THO generally had the poorest standard errors.
However, the bootstrap Cls are generally wider than the parameter standard errors.
Furthermore, parameter estimates for both trials exhibited a trend of the value for
THO equaling or exceeding the length of the trial duration. Also the value for
DREC was larger for the longer trial (Trial 2) than for Trial 1.

Trial 1, which collected HAMD-17 scores at various time points after the
cessation of treatment, had acceptable shrinkage estimates for most parameters
except THR. However, the shrinkage estimates are generally high (>0.2) for Trial 2,
particularly on parameter DREC, suggesting that individual parameter estimates are
poor.

The expected standard errors for THR and THO are large for both trial designs,
particularly THO for Trial 2, suggesting that there is insufficient information in the
present study designs to evaluate this parameter. The expected standard errors are
considerably larger than the asymptotic standard errors obtained from the model
based evaluations, but are consistent with the bootstrap CIs and the shrinkage
assessments. Trial 1 had lower expected standard errors than Trial 2, which is likely
due to the fact that this study had HAMD-17 data taken after treatment ceased.

Although not presented here, the structural parameter estimates were highly
correlated in these models. Furthermore, covariance terms were often near unity
when evaluated. Both findings suggest that the IBM was over-parameterized for
both study designs evaluated.

The results of NPC indicated that the standard deviation (SD) of the observed
data is greater than the SD of the simulated data for all evaluations. For the first
evaluation which used the model and data from Trial 1, the summary statistics are in
good agreement. However, for the second and third comparisons, which evaluated
the model from one trial using the data from the other trial, the mean of the
simulated data is approximately 3 units higher than the observed data. In the last
comparison which used the model and data from Trial 2, the mean of the simulated
data was approximately 2 points lower than observed. The deviations seen for the
second and third comparisons are as expected given the differences in study designs
and model parameters.

The result of the VPC of the IBM (Fig. 2 Panel a) shows a slight under-prediction
of observed data, with a greater proportion of points above the 97.5% interval. The
result of the VPC using published IBM parameters (Fig. 2 Panel b) shows similar
under predicted the observed data. Furthermore, the lower bound of 95% interval
became negative after 1 week, and therefore was fixed to 0 for presentation purpose.
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Resampling of the residual error term for negative values was not conducted due to
the bias induced by this procedure.

Indirect response model

For Trial 1, the standard errors of the parameter estimates are high for all
parameters. The bootstrapped 95% Cls are wide and consistent with estimated
standard errors. For Trial 2, the standard errors are low, suggesting the parameters
are well estimated. The bootstrapped 95% ClIs are narrow and consistent with
asymptotic standard errors.

Unlike the results for the IBM, there were no trends in parameter estimates with
different study durations. The structural parameter estimates were not correlated and
when evaluated, covariance terms were generally reasonable with correlations less
than 0.5 (data not presented).

The estimates for shrinkage were generally high (>0.2) for most of the
parameters estimated in each evaluation, although the shrinkage of the SLOPE
parameter is good for Trial 2.

The expected standard errors for Trials 1 and 2 are presented in Table 3. For Trial
1, the expected standard errors are high and generally consistent with the observed
standard errors, likely due to fewer subjects. For Trial 2, the expected standard
errors are reasonable and consistent with observed values.

The results of the NPC indicated that the SD of the observed data is still greater
than the SD of the simulated data for all evaluations, although the differences are
smaller than were seen with the IBM. For the first three evaluations, the summary
statistics are in good agreement with the mean of the simulated HAMD-17 scores.
However for the last evaluation, the mean of the simulated data is approximately 3
units lower than the mean of the observed data, suggesting that the typical predicted
placebo effect in this model may be biased.

The results of the VPC (Fig. 2 Panel c) show overall good agreement between
simulated and observed data with a slight over-prediction on HAMD-17 scores in
first 2 weeks.

Transit model

For both trials the standard errors for all structural parameters are low, suggesting
that the parameters were well estimated. This is consistent with the narrow
bootstrapped 95% Cls for all structural parameters. Standard errors for variance
terms are larger for Trial 1 than for Trial 2 but this is likely due to the fact that Trial
1 had fewer subjects.

As was seen with the IDR, there were no trends in parameter estimates with
different study durations for the TM. The structural parameter estimates were not
correlated, and covariance terms were generally reasonable (data not presented).

The estimates for shrinkage were generally poor (>0.2) for many parameters,
except the SLOPE parameter for Trial 2. Overall, shrinkage for TM parameters
appears to be the best relative to the other two models evaluated.
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Fig. 2 External validation by visual predictive checks for inverse Bateman model, indirect response
model and transit model. Filled circles are observed HAMD-17 data, the shaded area is the 95%
prediction interval and the solid line is the median of the simulated data. Panel a Inverse Bateman model
from Trial 2/data from Trial 3; Panel b Inverse Bateman model from published work [35]/data from Trial
3; Panel ¢ Indirect response model from Trial 2/data from Trial 3; Panel d Transit model from Trial 2/data
from Trial 3

The expected standard errors are presented in Table 4. They are generally low
and consistent with the observed asymptotic standard errors for both models
evaluated. The expected standard errors for the TM are consistently better than for
the other models evaluated in the present assessment.

The results of the NPC indicated that the SD of the observed data is still greater
than that of the simulated data for all evaluations, however these values are closer to
the SDs of the observed data than for the other two models evaluated. For the TM,
all comparisons made for the NPC are in good agreement.

The results of the VPC (Fig. 2 Panel d) were similar to IDR. There is good
agreement between simulated and observed data with a slight over-prediction on
HAMD-17 scores in first 2 weeks.

Discussion

Several models proposed for describing the time course of placebo response in
MDD have been evaluated. The first model was the IBM [12] which has distinct
advantages including using an integrated function with shorter run times. In
addition, the general structure of this model is reasonably familiar to the users and
the parameters can be associated with observable clinical events such as recovery
and relapse of depression.
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However the IBM has a tendency to estimate a half-life of recovery that is on the
order of the duration of the study, and a half-life of relapse that is generally longer
than the observation period. This trend has been noted in other presentations of this
model [35] and is possibly due to the fact that MDD trials usually do not have
observations from post-treatment follow-up periods, and HAMD-17 scores tend to
continue decreasing over the course of the trial (Fig. 1). As the IBM is independent
of treatment duration, parameter estimates for relapse are dependent on study
duration. Only Trial 1, which had a follow-up period of observation, had recovery
and onset parameter estimates that did not exceed the study observation period. The
lack of data describing relapse may have caused the high shrinkage estimates for
Trial 2, which was a large study. Given model complexity, and the lack of data on
relapse, the observed correlations between the structural parameter estimates seen
with this model for both study designs were expected. Although the estimated
standard errors from this model are small, parameter values appear to be
unsupported by the data resulting in high correlations between the structural
parameters and the nearly perfect correlation between the variance terms in the
model. Such results suggest that the model is over-parameterized, which would
likely inflate Type I and Type II errors when evaluating the effect of new
antidepressants.

The IBM was found to be unreliable for simulation of studies of different
durations. Some of the issues with model performance for Trial 1 may be due to the
fact that it is a small study, however, the same problems occurred in the larger trial
(Trial 2).

The second model evaluated was the IDR. There have been several modifications
of this model used to describe depression data. Gruwez et al. [36] proposed a
slightly modified version of the IDR which included a transduction component to
account for homeostatic control mechanisms. In this model, antidepressants exert
their effect by either increasing the transduction set-point or the rate of feedback
mechanisms. A second variant of the IDR was the K-PD model [37, 38] which uses
a dose based forcing function (e.g., a virtual dose driving rate) instead of measured
concentrations to affect a change in the observed depression scores. The model was
successfully applied to placebo data [15]. Although it was not applied for
physiological reasons, IDR permits a slow onset of effect and a relapse to baseline
after treatment ceases. It requires the use of differential equations leading to longer
run times, and the parameters are less translatable to clinical events than the IBM
parameters.

There were no trends in the parameter estimates for the IDR and structural
parameter estimates were uncorrelated suggesting that the model was not over-
parameterized. Shrinkage estimates for the IDR were generally lower than for the
IBM. For Trial 1, there was still substantial shrinkage, possibly due to the small
number of subjects in the study. The shrinkage estimates for the larger study (Trial
2) were generally better. Other model diagnostics were comparable with the IBM,
suggesting that both functions could adequately describe the data. The application
of the IDR to simulate various study designs did not show the same liabilities as the
IBM as the parameter estimates are more robust to study design because this model
requires “dosing input” to drive response making the model sensitive to aspects of

@ Springer



78 J Pharmacokinet Pharmacodyn (2009) 36:63-80

study design. Consequently, relapse would not be expected to occur during
treatment which is consistent with the trends in the observed data in the present
analysis.

The last model evaluated in the present work is the TM. We recently proposed
this model to describe placebo response in antidepressant trials [14]. This model has
the same strengths and weaknesses as the IDR and the model diagnostics and
performance were generally consistent with the IDR. As with all the models
evaluated, the model performance for Trial 1 suffered somewhat due to the limited
number of subjects. There was no evidence of over parameterization and the TM
was capable of simulating different study designs.

Overall, the IDR and TM showed reasonably robust parameter estimates that did
not alter with different study durations, as the IBM did. However, the smaller
database (Trial 1) had larger associated standard errors. The parameter estimates did
not show a high correlation, and the covariance terms, when estimated, were
reasonably small. The expected standard errors and the bootstrapped CIs were also
small, suggesting that parameters for both models were better estimated than the
IBM. The predictive capacity was good, with the numerical and visual predictive
checks performing well on both models.

While the IBM was clearly the inferior model, comparison of the IDR and TM
was less clear. The standard errors and expected standard errors for the TM were
somewhat lower than for the IDR. The predictive check capacity was slightly better.
Overall, the TM appeared to be the best choice for describing the time course of
HAMD-17 data although the IDR was quite similar.

Interpreting the results of clinical studies of depression is difficult. Aside from
issues of compliance and dropout, the endpoint is highly variable, and the placebo
effect can be substantial. Model based evaluation can provide a useful tool as well
as the greater statistical power [39] for estimating the time course of depression and
detecting drug effect. As illustrated by Mould et al. [40], model based analysis using
TM was superior to the empirical analysis in detecting antidepressant effect as small
as a 2-unit change of HAMD-17 scores. In addition, a robust structural model
provides a solid base for D-optimal design to optimize the clinical trial. Based upon
the TM, Deman et al. [41] showed that the most informative antidepressant clinical
trial design would be including HAMD-17 observations for a short period time after
the cessation of placebo/active drug treatment.

Conclusion

We evaluated the performance of three empirical models with data that covered a
wide range of study durations and treatment regimens (single vs. multiple doses;
with and without follow-up observations). Although IBM was easy to estimate and
parameters readily translated to clinical events, the parameters were poorly
estimated, highly correlated, and dependant on study duration, making it unsuitable
for clinical trial analysis and simulation. Both IDR and TM are more complex with
non-intuitive parameters. However, parameter estimates are more robust, uncorre-
lated, and independent of study duration. Both IDR and TM appeared useful for
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analysis, simulation, and quantifying antidepressant effect, although the TM was the
slightly better model.
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